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Cold Chips:

ART’s RenderDrive

Ray tracing hardware from before the GPU

HPG and Hot3D are normally about the latest and greatest hardware.
Thi s i § thiéis abbuhsane hardware from before NVIDIA started calling their
products GPUs.



Why now?

e Rediscoveries shouldn’'t have to happen

o Caustic, Hyperion, various HPG/RTRT papers
o Notably University of Utah, last year

e Patents expired

e | have permission!

Why is this being presented at HPG?
In many recent conferences, someone has presented a good rendering technique,

and | 6ve gone up and said it was interesting
before?

An obviously they didnét, because we didnot
We canét be alone in this (although others n

this is a call for people to describe old technology as the patents start expiring and
people stop caring about protecting the IP.



Advanced Rendering Technology
e Founded 1995

o Based on Adrian Wrigley’'s PhD

e Networked “Render farm in a 4U raclz”
o Custom ray tracing ASIC (AR250, AR350)
e Based on RenderMan (RIB, RSL)
o Plug-ins for 3D Studio Max, Maya

ART was founded in Cambridge, England in 199
PhD thesis in the Rainbow Graphics Group in the computer laboratory.

(See http://www.lib.cam.ac.uk/collections/departments/manuscripts-university-
archives/subject-guides/theses-dissertations-and-1 for information on ordering the

thesis; it does not appear to be online. The corresponding patent is available at
https://patents.google.com/patent/US5933146A/en.)

The idea was to make a rendering appliance that could be used like a render farm

(and shared between artists).

Absent anything else resembling a standard for photorealistic ray tracing, it was

based on the RenderMan specification.



Customers

e Dyson (transparent plastic)
Car firms (lighting clusters)

Game covers, jewellery

Digital Dimension (Superbowl XXXIII)

Nearly Jim Henson Studios (Farscape)

Obviously not enough customers existed to make the company highly successful, but
those who were interested included those who could use ray tracing on transparent
surfaces or liked depth of field.

Jim Henson didnot buy one, but caused us
used for Fraggles until Farscape came out.



Why should HPG care?

e Fire-and-forget ray tracing
Streamed geometry against ray buffers
Rays stored locally to processing
Ray sorting to manage coherency

Floating point frame buffer

Why was ART6s hardware relevant to HPG?
HPG and the RTRT conference have discussed fire-and-forget tracing, streaming
geometry over rays stored locally, sorting rays for coherency, etc.

One oddity was the existence of a floating point frame buffer (on the market six

months before a patent got filed for it, which caused some difficulties to the graphics
industry).



What’s a RenderDrive?
RD2000 (1998)

% . Network-attached dedicated
rendering computer

,g[ 100Mbit Ethernet connection

Driven from PC (etc.)
MSRP: $19,995 USD

The RenderDrive 2000 (first product) was launched in 1998 as a networked

Orendering appliancedo, as a 4U rackmount dev
In the style of a render farm, it was intended to be used by multiple artists, connected

over an ethernet connection via RenderPipe software (typically from a Windows NT

PC).

Launch price was roughly $20,000 i adjusting for inflation, roughly $30,000 by

todayobts tal k.



What’s in a RenderDrive?

" Host computer:

/68MB-1.5GB RAM
4GB SCSI drive for images
40MB PATA SSD for boot

Il nsi de, t her eApbaStatior neothdrdoardewlithya 560MHz DEC 21164
CPU, and either 768MB or 1.5GB of RAM.

The reason for the Alpha was to allow enough room for multi-million polygon
geometry sets with complex shaders i at the time a PC workstation might have had
32MB of RAM.

The 4GB HDD was actually 4GB (not 4,000,000 bytes) since it predated the
convention of making disks look larger by rounding.

There was a 40MB boot SSD i the system actually booted minimally and installed in
RAM, then booted there, so it could be turned on more quickly.



What’s in a RenderDrive?

‘RD4” : 1 SIMM / 4 AR250
(5.1 GFlops)

“RD16” : 4 SIMM / 16 AR250
(20.4 GFlops)

The more interesting part of the contents is the custom hardware.
T her e 6 sXdaughehoardi PCI-X being a 66MHz, 64-bit version of PCI, not
PCl-e.

Plugged into that via some repurposed SIMM sockets were 1-4 cards, each of which
contain four custom AR250 chips.



AR250 4-SIMM Module

AR250 | AR250 | AR250 | AR250

RAM
_RAM | RAM | RAM
e 4 AR250s per SIMM

o 16MB SDRAM per AR250
o Blinkenlights!

Each board with four AR250s had 16MB of 32-bit SDRAM attached to each AR250

(as 2x16 bit chips).
Importantly there were LEDs, which simplified debugging i when the flashing lights

stopped, the chip had crashed.



Inside the AR250 was a custom Arnie CPU core.

This was originally to be an ARM7, then moved to an in-house design apparently
because it simplified the coprocessor interface; the instruction set was still very
similar to ARM, including conditional instructions.

There was a SIMD shading coprocessor (of which more later), and a custom ray
intersection coprocessor.

The chip ran at 40MHz, and included 32 IEEE754 units, giving a peak of 1.2GFLOPS.
Originally the numerical representation was to be a log format, on the basis that
multiplies and power operations were common i adds and subtracts would
incorporate a log/exponentiation step. This was eventually seen as too costly, but is
still mentioned in ARTO6s patents.




